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ǒThe Cray Linux Environment and parallel libraries provide 
full support for common I/O standards. 

Serial POSIX I/O 

Parallel MPI I/O 
3rd part-libraries built on top of MPI I/O 

HDF5, NetCDF4 

 

ǒCray versions provide many enhancements over generic 
implementations that integrate directly with Cray XC30 
and Cray Sonexion hardware. 

Cray MPI-IO collective buffering, aggregation and data sieving. 

Automatic buffering and direct I/O for Posix transfers via IOBUF. 

 

ǒThis talk explains how to get the best from the enhanced 
capabilities of the Cray software stack.  
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Cray MPI-IO Layer 
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Data Aggregation and Sieving 
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MPI I/O 
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ǒThe MPI-2.0 standard provides a standardised interface for 
reading and writing data to disk in parallel. Commonly 
referred to as MPI I/O 

 

ǒFull integration with other parts of the MPI standard allows 
users to use derived type to complete complex tasks with 
relative ease. 

 

ǒCan automatically handle portability like byte-ordering and 
native and standardised data formats. 

 

ǒAvailable as part of the cray-mpich library on XC30, 
commonly referred to as Cray MPI-IO. 

Fully optimised and integrated with underlying Lustre file-system. 
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Step 1: MPI-IO Hints 
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The MPI I/O interface provides a mechanism for providing 
additional information about how to the MPI-IO layer should 
access files. 

These are controlled via MPI-IO HINTS, either via calls in the 
MPI API or passed via an environment variable. All hints can 
be set on a file-by-file basis. 

 

On the Cray XC30 the first most useful are: 
ǒstriping_factor  ï Number of lustre stripes 

ǒstriping_unit  ï Size of lustre stripes in bytes 

These set the fileôs Lustre properties when it is created by 
an MPI-IO API call. 

 
* Note these require MPICH_MPIIO_CB_ALIGN to be set to its default value of 2. 
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Example settings Lustre hints in C 
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Hints can be added to MPI calls via an Info unit when the 
file is opened using the MPI I/O API. Below is an example in 
C 

#include < mpi.h > 
#include < stdio.h > 
 
int  factor = 4; // The number of stripes  
int  unit = 4;  // The stripe size in megabytes  
 
sprintf ( factor_string Ɨ Ƨ˧ÄƨƗ ÆÁÃÔÏÒƾƘ 
// Multiple unit into bytes from megabytes  
sprintf ( unit_string Ɨ Ƨ˧ÄƨƗ ÕÎÉÔ ǉ ʦʣʧʩ ǉ ʦʣʧʩƾƘ 
 
MPI_Info_set ƽÉÎÆÏƗ Ƨstriping_factor ƨƗ factor_string );  
MPI_Info_set ƽÉÎÆÏƗ Ƨstriping_unit ƨƗ unit_string );  
 
MPI_File_open (MPI_COMM_WORLD, filename, MPI_MODE_CREATE | 
              MPI_MODE_RDWR, info, &fh );  
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Setting hints via environment variables 
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Alternatively, hints can be passed externally via an 
environment variable, MPICH_MPIIO_HINTS. 
 

Hints can be applied to all files, specific files, or pattern 
files, e.g. 

# Set all MPI - IO files to 4 x 4m stripes  
-0)#(ʍ-0))/ʍ().43ˮƧǉƙstriping_factor ˮʩƙÓÔÒÉÐÉÎÇʍÕÎÉÔˮʩʦʮʩʨʣʩƨ 
 
# Set all . dat  files to 8 x 1m stripes  
-0)#(ʍ-0))/ʍ().43ˮƧǉƚdat:striping_factor ˮʭƙÓÔÒÉÐÉÎÇʍÕÎÉÔˮʦʣʩʭʪʬʫƨ 
 
# Set default to 4 x 4m and all *. dat  files to 8 x 1  
MPICH_MPIIO_HINTSˮƧǉƙstriping_factor =4:striping_unit=4194304, \  
                 =*. dat:striping_factor ˮʭƙÓÔÒÉÐÉÎÇʍÕÎÉÔˮʦʣʩʭʪʬʫƨ 
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Displaying hints 
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The MPI-IO library can print out the ñhintò values that are 
being using by each file when it is opened. This is controlled 
by setting the environment variable: 

 
export MPICH_MPIIO_HINT_DISPLAY=1 
 

The reported is generated by the PE with rank 0 in the 
relevant communicator and is printed to stderr . 

 

 

PE 0: MPICH/MPIIO environment settings:  
PE 0:   MPICH_MPIIO_HINTS_DISPLAY  = 1  
PE 0:   MPICH_MPIIO_HINTS          = NULL  
PE 0:   MPICH_MPIIO_ABORT_ON_RW_ERROR = disable 
PE 0:   MPICH_MPIIO_CB_ALIGN       = 2  
PE 0:   MPIIO hints for file1:  
ƛ 
          direct_io                 = false  
          aggregator_placement_stride  = - 1 
ƛ 
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Collective vs independent calls 

18-Mar -18 
9 

ǒOpening a file via MPI I/O is a collective operation that 
must be performed by all members of a supplied 
communicator. 

 

ǒHowever, many individual file operations have two 
versions: 

A collective version which must be performed by all members of the 
supplied communicator 

An independent version which can be performed ad-hoc by any 
processor at any time. This is akin to standard POSIX I/O, however 
includes MPI data handling syntactic sugar. 

 

ǒIt is only during collective calls that the MPI-IO library can 
perform required optimisations. Independent I/O is usually 
no more (or less) efficient than POSIX equivalents. 
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Collective Buffering & Data Sieving 
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Writing a simple data structure to disk 

18-Mar -18 
11 

Consider a simple 1D 
parallel decomposition. 

 

MPI I/O allows parallel 
data structures 
distributed across 
ranks to be stored in a 
single with a simple 
offset mapping. 

 

However exactly 
matching this 
distribution to Lustreôs 
stripe alignment is 
difficult to achieve. 
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